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INTRODUCTION

Since Leeuwenhoek first observed bacteria more than 250
years ago, microbiologists have made extraordinary progress
in studying this extremely diverse group of living organisms.
The processes of energy source degradation, ATP formation,
monomer synthesis, macromolecular polymerization, DNA rep-
lication, and cell duplication are surprisingly well understood.
However, despite the abundance of information on the details
of bacterial metabolism, there has been little quantitative in-
formation regarding the thermodynamics and kinetics of bac-
terial growth.
The growth strategies of bacteria are sometimes manifested

by rapid cell division, but the mathematics of exponential
growth readily illustrate the point that bacteria cannot grow
rapidly for long periods. If a bacterium had an intracellular
volume of 1 mm3 and a doubling time of 20 min, this single cell
would generate a volume of protoplasm 2.2 3 1025 m3 in 48 h.
Because the volume of the Earth is only 1.1 3 1021 m3, it is

clear that ‘‘in the life of a bacterium, any number of essential
nutrients can and do often become limiting’’ (72).
When bacteria are grown on agar plates, quantitative aspects

of biomass formation are completely disregarded, and in many
cases the growth assessment of broth cultures has been limited
to semiquantitative scorings (e.g., 111 to 1/2) (118). With
the advent of continuous-culture techniques in the 1950s, mi-
crobiologists were able to grow bacteria under defined growth
rates and steady-state conditions, but many continuous-culture
experiments were simply an exercise of feeding and weighing
bacteria. The distinction between energy and carbon source
utilization, precise estimations of ATP generation, and poten-
tial variations in bacterial composition were often overlooked.
Standard textbooks of biochemistry have often promoted the

idea that ‘‘cells are capable of regulating their metabolic reac-
tions and the biosynthesis of their enzymes to achieve maxi-
mum efficiency and economy’’ (55), and microbiologists have
generally assumed that the ‘‘yield of cells is directly propor-
tional to the amount of ATP produced’’ (8). This assumption
of a strict coupling between anabolism and catabolism is con-
tradicted by the observation that ‘‘resting-cell suspensions’’ can
utilize energy sources in the complete absence of growth and
by the fact that the correlation between ATP and biomass
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formation is often very poor. Some of the variation in growth
efficiency can be explained by maintenance energy expendi-
tures, but bacteria have other mechanisms of nongrowth en-
ergy dissipation.

YATP VALUES

When Monod (68) studied the growth of Bacillus subtilis,
Escherichia coli, and Salmonella typhimurium batch cultures,
the dry weight of the organisms was directly proportional to
the amount of energy source added, but there was no estima-
tion of ATP production from carbohydrate fermentation. En-
terococcus (Streptococcus) faecalis produced more biomass
from glucose fermentation than did Lactobacillus mesen-
teroides (25), and subsequent work showed that these two bac-
teria used different pathways of fermentation and produced
different amounts of ATP/glucose (43). By the late 1950s, bac-
teriologists had generally accepted the idea that cell yield was
roughly equivalent to energy yield (102, 104).
In 1960, Bauchop and Elsden (5) studied the growth of

several anaerobic bacteria and correlated biomass production
with ATP availability (YATP). They obtained an average value
of 10.5 g of cells per mol of ATP, but the range was actually 8.3
to 12.6 g/mol. Despite the more than 50% variation, the 10.5
value for YATP was treated as a biological constant (8, 37, 47,
105). Cellular dry weight and YATP have even been used as a
method of estimating the ATP production of a suspected cat-
abolic scheme (47, 105).
By the 1970s, the notion of a constant YATP, however, was

being questioned. A review of the literature indicated that
there was at least a fivefold range in YATP values (107), and
Stouthamer’s calculations (Table 1) indicated that YATP should
be threefold higher than the value derived by Bauchop and
Elsden (32 versus 10.5 g of cells per mol of ATP). These
inconsistencies led Tempest and Neijssel (118) to conclude

that ‘‘yield values per se are not readily interpretable in precise
bioenergetic and/or physiological terms, and, unless treated
with considerable circumspection, they may lead to the forma-
tion of concepts that are at best dubious.’’

Factors Affecting YATP Determinations

Estimation of ATP production. The role of phosphate esters
in energy transduction of living cells was first recognized by
Harden and Young in 1906 (41), but it was not until the 1940s
that the significance of phosphate esters was more fully appre-
ciated. Lipmann (56) used the term ‘‘energy rich’’ to describe
ATP and other phosphorylated intermediates, and with time,
phosphate bond formation and breakage were recognized as
means of energy exchange. ATP is often assigned a standard
free energy (DG) value of27.6 kcal/mol (231.8 kJ/mol) (Table
2), but as Nicholls (77) noted, it is the displacement of the mass
action ratio ‘‘from equilibrium which defines the capacity of
the reactants to do work, rather than the attributes of a single
component.’’ Since it is often difficult to determine the mass
action ratio under physiological conditions, the DG values are
usually little more than conjecture.
The study of bioenergetics has also been confounded by the

fact that cells can use two distinctly different methods of ATP
generation. Soluble phosphate transferases (kinases) have a
well-defined ATP stoichiometry (Table 2), but ATP produc-
tion from chemiosmotic mechanisms (56, 66) has been ‘‘a lively
topic of debate’’ that has yielded little lasting consensus (40).
Some textbooks of microbiology still indicate that glucose ox-
idation involves three coupling sites, with the complete oxida-
tion of glucose producing 38 ATP mol per mol (8), but bacteria
do not usually have three phosphorylation sites (37, 39). In E.
coli there are several pathways of respiration, and the physio-
logical mechanisms regulating the flow of electrons are still not
well understood (39).
Mitchell and Moyle (67), by relating the standard free en-

ergy of ATP hydrolysis (DG9p) to the proton motive force (Dp),
indicated that the proton stoichiometry of the mitochondrial
membrane-bound ATPase was approximately 2, but similar
measurements with bacteria indicated that the stoichiometry
could be 3, or even greater (59, 60, 82). Each of these estimates
assumed an intracellular magnesium concentration of approx-
imately 10 mM, an equilibrium between the bulk phase Dp and
localized charge movement through the membrane-bound

TABLE 1. ATP requirement for the formation of
bacterial cells from glucosea

Macromolecule % Dry
wt

ATP requirement
(mmol/g of macromolecule)

With amino
acids

Without amino
acids

Protein 52.2
Amino acid formation 0.0 1.4
Polymerization 19.0 19.0

Polysaccharide 16.6
G6Pb formation 1.0 1.0
Polymerization 1.0 1.0

RNA 15.7
Nucleoside formation 1.5 1.5
Polymerization 0.9 0.9

DNA 3.2
Nucleoside formation 0.4 0.4
Polymerization 0.2 0.4

Lipid 9.4 0.1 0.1
Other functions
mRNA turnover 1.4 1.4
Transport of ammonium ions 0.0 4.2
Transport of amino acids 4.8 0.0
Transport of potassium 0.2 0.2
Transport of phosphate 0.8 0.8

Total 31.3 32.3

YATP (g of cells/mol of ATP) 32 31

aModified from reference 107.
b G6P, glucose 6-phosphate.

TABLE 2. Free energy change of various phosphate
transfer reactionsa,b

Phosphoryl donor DG9
(kcal/mol)b

Phosphoenolpyruvate................................................................. 212.8
1,3-Diphosphoglycerate ............................................................. 211.8
b-L-Aspartyl phosphate ............................................................. 211.5
Acetyl phosphate........................................................................ 210.1
ATP.............................................................................................. 27.6
PPi ................................................................................................ 26.6
ADP ............................................................................................. 26.4
Galactose 1-phosphate .............................................................. 25.0
Glucose 1-phosphate.................................................................. 25.0
2-Phosphoglycerate .................................................................... 24.2
Fructose 6-phosphate................................................................. 23.8
Glucose 6-phosphate.................................................................. 23.3
3-Phosphoglycerate .................................................................... 23.1
Fructose 1-phosphate................................................................. 23.1
Glycerol 1-phosphate................................................................. 22.3
aModified from reference 128.
b 1 kcal/mol 5 4.184 kJ/mol.
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ATPase, and a negligible contribution of passive proton leaks
(46, 53, 133). More direct estimates that were based on DpH
relaxation (84) and heat dissipation (6) indicated that the pro-
ton/ATP ratio was only 1.9. Given these considerations, it
not surprising that there is large variations in the YATP of
aerobes.
Energy source utilization for carbon. Bacterial-cell yields

are often calculated from energy source depletion, but such
simple estimates of energy source utilization do not account
for the incorporation of energy source into cell material. The
overestimation of ATP production is dependent on the amount
of ATP that the energy source generates. If the ATP produc-
tion from the catabolic scheme is low, most of the energy
source will be used for energy, even if other carbon sources are
not available. As the ATP production increases, however, the
fraction of energy source that is used for carbon can be very
significant. On the basis of growth in a minimal medium and a
YATP value of 32 g of cells per mol of ATP, as much as 90%
of the energy source could be used for cell carbon (Fig. 1).
Bauchop and Elsden (5) indicated that Enterobacter faecalis
diverted only 4% of the energy source to cell carbon, but other
researchers have not determined the source of cell carbon
(38).
Changes in cell composition. In the 1970s, Stouthamer (107)

calculated the amount of ATP which would be needed to
produce bacterial biomass and based these calculations on a
cell composition that was typical of E. coli (see Table 1). These
calculations illustrated at least three major points. First, poly-
merization reactions, and in particular protein synthesis, are
clearly the most demanding steps of biomass formation. Sec-
ond, monomer biosynthesis per se (amino acids, nucleotides,
etc.) utilizes only a small fraction of the total ATP. Third,
transport of carbon sources and osmolytes accounts for less
than one-quarter of the total ATP requirement.
RNA and polysaccharide are the components of the bacte-

rial cell that are most likely to change. When E. coli increases
its growth rate, there is a commensurate decrease in protein
levels (57), but even a 2.5-fold change in RNA would cause less
than a 7% variation in YATP. The energetic difference between
polysaccharide and protein is greater, but once again it would
take a fairly large increase in polysaccharide to affect YATP.
When the ruminal bacterium Prevotella ruminicola was grown
under nitrogen limitation, polysaccharide was 1.5 times greater

than protein but the YATP was only 25% higher than for car-
bon-limited cells (94).
Maintenance energy. The concept of YATP assumes that all

of the energy from catabolism can be used for growth; how-
ever, bacteria also expend energy on functions that are not
directly growth related. Direct estimates of maintenance were
confounded by the fact that until recently, microbiologists did
not have sensitive equipment for measuring very low rates of
catabolism (92). Additional confusion arose from the observa-
tion that the maintenance rate of growing cells is not always
the same as the endogenous metabolic rate of cells that are
starving (see the section on maintenance versus endogenous
metabolism below).
In the 1920s, Buchanan and Fulmer (10) noted that low

levels of energy sources were not effective in subculturing
bacteria, even if the transfer interval was short and suggested
that bacteria needed some energy to ‘‘maintain’’ the cells.
Monod (68) considered the possibility of maintenance energy
in his classic treatise on bacterial growth, but the approach
of estimating maintenance from the negative intercept of glu-
cose concentration versus optical density indicated that the
maintenance energies of E. coli and B. subtilis were essentially
zero. In the early 1960s, McGrew and Mallette (65) tried to
estimate bacterial maintenance energy by determining the
amount of glucose which would be needed to prevent a de-
crease in optical density, but once again this approach did not
provide a clear-cut distinction between the maintenance en-
ergy of growing cells and endogenous metabolism of starving
cultures.
Duclaux (28) provided a mathematical derivation of main-

tenance in 1898, but there were few data with which to test his
model. With the advent of continuous-culture techniques and
the growth of bacteria at defined and submaximal growth rates
(69, 79), the estimation of maintenance energy became a more
straightforward exercise. Since maintenance is a function that
detracts from growth, the contribution of maintenance is more
pronounced when the growth rate is low (Fig. 2). Herbert et al.
(45) conceptualized maintenance energy as ‘‘negative growth,’’
and this theme was continued in the maintenance derivation of
Marr et al. (63). According to Marr et al. (63), maintenance
energy can be described by a negative growth rate constant (a),

FIG. 1. Effect of ATP on the amount of carbon that would be used as an
energy source versus the amount that would be incorporated into cell carbon.
The relationships are based on a YATP of 32 g of cells per mol of ATP for the
growth of bacteria in minimal media. Carbon and energy were calculated from
the simultaneous equations: carbon 1 energy 5 1 and 1/32 g of cells per mol of
ATP 1 ATP/energy source. Energy requirements were not corrected for main-
tenance energy.

FIG. 2. Growth of a bacterium in an energy-limited chemostat under steady-
state conditions. As the dilution rate increases, the concentration of energy
source remaining in the chemostat vessel increases until it is equal to the con-
centration of energy source in the medium reservoir. As the energy source
accumulates in the chemostat vessel, the cell density declines and the culture
washes out when the concentration of energy source in the chemostat vessel
equals the reservoir (mmax). At low dilution rates, the cell density also declines,
because a larger fraction of the energy source utilization must be devoted to
maintenance functions. The dotted line shows the cell density which would be
obtained if there were no maintenance energy.
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and the total rate of substrate utilization for growth [(2dS/
dt) z Y] can then be partitioned into growth (mx) and negative
growth (ax):

~ 2 dS/dt) z Y 5 mx 1 ax

From these assumptions, a causes a decrease in the theoretical
maximum growth rate of the organism, and mmax can be envi-
sioned as the growth rate that would be obtained if there were
no maintenance:

mmax 5 m 1 a

If one defines xmax as the theoretical maximum cell mass (the
cell mass produced if there were no maintenance), one can
derive the equation of a straight line (Fig. 3a):

1
x

5
a
xmax

z
1
m

1
1
xmax

A few years later, Pirt (85) indicated that the ‘‘negative
growth’’ concept of Marr et al. (63) was ‘‘artificial and indirect’’
and proposed a less hypothetical approach. The negative
growth rate concept was circumvented by describing mainte-
nance by a ‘‘coefficient’’ (m) that described the amount of
energy needed to maintain cells for a given period (energy/
cells/time). In Pirt’s derivation, maintenance has no direct ef-
fect on growth rate, but the yield is decreased. On the basis of
the assumption that Y is the actual yield of bacteria (grams of
bacteria per gram of energy source) and YG is the theoretical
maximum yield (Y if there were no maintenance), total energy
utilization (mx/Y) can be partitioned into maintenance (mx)
and true growth (mx/YG):

mx/Y 5 mx 1 mx/YG

Using the same type of algebraic transformations as Marr et al.
(63), Pirt succeeded in deriving another straight-line equation
(Fig. 3b):

1
Y

5
m
m

1
1
YG

(1)

The two maintenance parameters, m and a, are related by

m 5 a/YG

More recently, Tempest and colleagues (75, 117) algebra-
ically modified the derivation of Pirt (equation 1) to get an-
other linear relationship (Fig. 3c). Assuming that the specific
rate of energy source consumption q 5 (1/Y)m and 1/Y 5 q/m,

q
m

5
m
m

1
1
YG

Multiplying by m,

q 5 m 1 m z 1/YG

The plots used by Pirt and Tempest both define m as a specific
coefficient, but the experimental error of the plots is parti-
tioned differently. In the Pirt plot (Fig. 3b), the error is pri-
marily in the slope, whereas the error of the Tempest plot (Fig.
3c) is primarily in the intercept. Since the intercept of the
Tempest plot is usually small, the data always look better.
The linearity of maintenance plots is based on the assump-

tions that the ATP production per unit of energy source does
not change, cell composition remains the same, and mainte-
nance is a strictly mass- and time-dependent function. Pirt (85)
noted that the maintenance plot of Selenomonas ruminantium
was not linear and indicated that the change in yield could not
readily be attributed to maintenance. Later work showed that
S. ruminantium switches fermentation end products and gets
more molecules of ATP per molecule of glucose when the
growth rate is low (97). Pirt plots of the amino acid-fermenting
bacterium Clostridium sticklandii (124) indicated that arginine-
limited cells had twice as high a maintenance coefficient (based
on ATP) as did lysine-limited cells, but this difference was
caused by transport rather than maintenance per se. C. stick-
landii always used facilitated diffusion to take up lysine, but
arginine was taken up by either sodium symport (active trans-
port) or facilitated diffusion. When the dilution rate and argi-

FIG. 3. Effect of maintenance rate (a) or the maintenance coefficient (m) on
the yield of a bacterium grown in an energy-limited chemostat. (a) Derivation of
Marr et al. (63); (b) derivation of Pirt (85); (c) derivation of Tempest and
Neijssel (118). YG is defined as the theoretical maximum growth yield.
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nine concentration decreased, C. sticklandii gradually switched
from facilitated diffusion to sodium symport. The increased
cost of arginine transport at low dilution rates in continuous
culture caused a decrease in cell yield and an increase in the
slope of the Pirt plot.
In the mathematical derivations, maintenance is loosely de-

fined as any diversion of energy from ‘‘growth’’ to ‘‘nongrowth’’
reactions, but this definition gives little mechanistic insight into
the nature of maintenance functions. In many cases, the dif-
ference between maintenance and growth is dictated by noth-
ing more than the difference between net and gross. For ex-
ample, protein synthesis is a growth-related function, but
protein turnover (degradation and resynthesis) is a mainte-
nance expenditure.
Radiolabeling experiments indicated that the rate of protein

turnover in exponentially growing E. coli cells ranged from 0.5
to 2.5%/h and that RNA turnover paralleled the breakdown of
protein (61). During stationary phase, protein turnover was
higher (5% for E. coli and 8% for Bacillus cereus [61]), but even
these rates cannot account for all of the maintenance in E. coli.
On the basis of a cell composition of 0.5 g of protein per g of
cells, 4 ATP equivalents per amino acid polymerized, an aver-
age molecular mass for an amino acid of 100 Da, and a max-
imum ATP production of 24 ATP per glucose, the glucose
consumption rate needed to sustain a protein turnover rate of
5%/h would be 0.04 mmol of glucose per g of cells per h. The
maintenance rate of E. coli is 0.31 mmol of glucose per g of
cells per h (85).
Ingraham et al. (47) listed the ‘‘accumulation of substrates to

a higher concentration’’ as a maintenance function, but
Stouthamer indicated that most transport functions are growth
related (Table 1). Once again, the difference between growth
and maintenance is related to turnover. It was originally as-
sumed that bacterial membranes were perfect insulators (66),
but bacterial membranes have an inherent or passive perme-
ability to most ions (59, 120). Ion fluxes across the membranes
of growing bacteria have not been measured directly, but ion
turnover is likely to be a very significant component of main-
tenance. Because the flagella of bacteria are driven by proton
or sodium motive force, motility can be viewed simply as a
special case of ion turnover. MacNab and Koshland (58) indi-
cated that as much as 1% of the total energy in E. coli could be
devoted to motility. Because the maintenance rate of E. coli is
only 1.25% of the glucose consumption rate of exponentially
growing cells (85), this value is probably not a precise estimate.

YATP/MAX

In an effort to account for the impact of maintenance on
YATP, Stouthamer and Bettenhaussen (108) introduced a new
term, YATP/MAX, which was corrected for maintenance energy.
However, DeVries et al. (26) noted that not even this correc-
tion could give YATP values as great as 32 g of cells per mol;

Lactobacillus casei grown in glucose-limited continuous cul-
tures had a YATP/MAX of only 24.3 g of cells per mol of ATP.
Because other values of YATP/MAX were even lower, it ap-
peared that maintenance energy alone could not explain the
variations in growth efficiency (Table 3). As noted by Harold
(42), ‘‘there is something misleading about the fundamental
assumption that the free energy of catabolism is fully con-
served as ATP and expended necessarily either for biosynthesis
or for useful work. Any departure from perfect coupling, either
in the generation of ATP or in its utilization, will show up as a
shortfall of the yield and exaggerate the apparent cost of cel-
lular upkeep.’’

IS MAINTENANCE ENERGY A CONSTANT?

Hempfling and Mainzer (44) grew E. coli in continuous
culture and noted that the specific rate of oxygen consumption
was dependent on the carbon source limiting growth as well as
on the growth rate of the cultures. Even when corrections were
made for differences in ATP production, the maintenance co-
efficients varied by as much as 2.5-fold. Anderson and von
Meyenburg (1) likewise observed that the specific rate of res-
piration by E. coli was not well correlated with the growth rate
when the carbon source was changed. Since the variation in
respiration was far greater than the amount that could be
ascribed to ATP production, it appeared that the cells had a
variable maintenance coefficient or were wasting (spilling)
ATP.
When Neijssel and Tempest (74, 75) grew Klebsiella aero-

genes in continuous cultures which were limited by carbon,
ammonia, sulfate, or phosphate, the rate of carbon source
utilization was always higher when carbon was in excess. On
the basis of Tempest plots (Fig. 4), ‘‘these carbon-sufficient
cultures had a greatly increased maintenance energy require-
ment, but nevertheless used the remaining energy with a much
increased efficiency compared with carbon-limited cultures.’’
Maintenance (the intercept of the Tempest plot) increased but
the slope (1/YG) decreased when carbon was in excess.
Because mannitol- and glucose-limited cultures of Klebsiella

aerogenes had significantly lower growth yields than did glu-
conate-limited cultures, Neijssel and Tempest (76) indicated
that ‘‘the mannitol and glucose-limitations must be essentially

FIG. 4. Relationship between the specific growth rate and the specific rate of
O2 consumption in chemostat cultures of Klebsiella aerogenes growing in glucose-
containing media that were limited by carbon, phosphorus, or ammonia. Re-
printed with permission from reference 117.

TABLE 3. YATP/MAX of various microorganisms grown in
glucose-limited continuous culturea

Microorganism YATP/MAX
b

Lactobacillus casei ....................................................................... 24.3
Aerobacter aerogenes .................................................................... 14.0
Escherichia coli............................................................................. 10.3
Saccharomyces cerevisiae ............................................................. 13.0
Candida parapsilosis .................................................................... 12.5
aModified from reference 107.
b Grams of cells per mole of ATP.
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carbon (and not energy) limitations.’’ In an effort to explain
the difference between ‘‘energy- and carbon-limited’’ cultures,
Neijssel and Tempest concluded that ‘‘maintenance energy is
composed of at least two factors: (i) maintenance of cell in-
tegrity, and (ii) maintenance of growth potential (involving
slips reactions).’’ On the basis of these latter assumptions, an
additional variable, c, was added to the standard Pirt equation
(75):

1
Y

5
m
m

1
1
YG

1 c z m

Since q 5 (1/Y)m and 1/Y 5 q/m,

q
m

5
m
m

1
1
YG

1 c z m

Multiplying by m,

q 5 m 1 m[(1/YG) 1 c z m]

In this model of energy excess cultures, the c term is given a
negative value. The negative c term allows for a decrease in
1/YG, the slope, but this adjustment alone would not account
for an increase in m, the intercept (Fig. 4).
Pirt (86) addressed the idea of variable maintenance rate by

redefining maintenance with both growth rate-independent
(m) and growth rate-dependent (m9) components in which
equation 1 is modified. km is defined as the specific growth
rate-dependent maintenance rate:

1
Y

5
m
m

1
1
YG

1
m9~1-km!

m

Since q 5 (1/Y)m and 1/Y 5 q/m,

q
m

5
m
m

1
1
YG

1
m9~12km!

m

Multiplying by m,

q 5 m 1 m(1/YG) 1 m9 (1 2 km)

k is assigned a value of 1 when the culture is growing at its
maximum rate or is carbon limited, but k increases to values
greater than 1 when carbon is in excess. This unified model
provided a realistic method of describing the variation inm but
did not address the biological mechanisms affecting the vari-
able maintenance. As Pirt noted (86), ‘‘Why should the specific
maintenance rate (a) vary up to 30 fold (from about 0.01 to 0.3
h21) depending on the nature of the carbon and energy source
which limits growth?’’ In his review of factors affecting the
growth rate of E. coli, Marr (62) indicated that there is a
‘‘considerable body of evidence’’ indicating that ATP produc-
tion does not necessarily determine the growth rate of E. coli,
even if all necessary nutrients are in excess. Recent work with
Zymomonas mobilis indicated that overexpression of fermen-
tative genes in some cases caused a 50% reduction in glycolytic
rate, but the rate of growth did not decrease (2).

OTHER MECHANISMS OF ENERGY LOSS

The terms ‘‘uncoupling,’’ ‘‘energy spilling,’’ ‘‘overflow me-
tabolism,’’ ‘‘futile cycles,’’ ‘‘slip reactions,’’ and ‘‘wastage’’ (11,
62, 76, 102, 107, 116) have all been used as corrective measures
to justify variations in yield, but the mechanism(s) of the ad-
ditional energy expenditure was not defined. In the 1980s,
Westerhoff et al. (129–131) applied the principles of nonequi-
librium thermodynamics to the study of bacterial growth and

concluded that microbial growth yields were ‘‘50% less than
they theoretically could be’’ and that ‘‘anabolism is incom-
pletely coupled to catabolism.’’ According to Westerhoff et al.
(129), ‘‘some thermodynamic efficiency may be sacrificed to
make the process run faster,’’ but the carbon-sufficient cultures
of Neijssel and Tempest (75) had their greatest unexplained
energy dissipation when the growth rate was low (Fig. 4).

Overflow Metabolism

Bacteria sometimes excrete or leak partially oxidized meta-
bolic intermediates, capsular material, and protein into culture
media (21, 38, 101, 107, 119). Tempest and Neijssel (74, 117)
noted that Klebsiella aerogenes produced pyruvate, 2-oxoglut-
arate, gluconate, 2-ketogluconate, and succinate when energy
was in excess, but these intermediates accounted for less than
50% of the unexplained energy source utilization (75). The
cells also excreted some extracellular polysaccharide and pro-
tein, but even these products could not account for the abnor-
mally high rates of glucose consumption (74). Since the carbon
balances were nearly 100%, it appeared that the cells were,
indeed, respiring the glucose and not just secreting or storing
carbon.

Metabolic Shifts

Fermentative bacteria can change their end products and
alter ATP production. Many streptococci and lactobacilli that
were originally classified as homolactic produce acetate, for-
mate, and ethanol when the rate of glucose fermentation is low
(26, 97). The change from a homo- to heterofermentative
scheme increases the ATP/glucose ratio from 2 to 3. These

FIG. 5. Effect of dilution rate on the glucose yield (a) and ATP yield (b) of
Streptococcus bovis when it was grown in continuous culture. Redrawn from the
data of Russell and Baldwin (97).
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changes are regulated by fructose 1,6-diphosphate (FDP), an
allosteric effector of lactate dehydrogenase (LDH) (132).
When the rate of glucose fermentation decreases, the level of
intracellular FDP declines and the LDH is no longer activated.
In Streptococcus bovis, the FDP activation is also regulated

by changes in intracellular pH. As intracellular pH declines,
the LDH requires less FDP and the fermentation is homolactic
even though the rate of glucose fermentation is low (98). Sel-
enomonas ruminantium also regulates lactate production as a
function of fermentation rate (97), but this regulation is not
mediated by the effect of FDP on the LDH (126). Wallace
(126) indicated that lactate regulation by S. ruminantiummight
be mediated by a homotropic activation of the LDH by pyru-
vate, but later work indicated that the intracellular pyruvate
concentration did not increase (112). In S. ruminantium, the
decrease in lactate production at low rates of glucose fermen-
tation is associated with an increase in levels of acetate, pro-
pionate, and sometimes succinate (97, 112).
When S. bovis was grown in a glucose-limited chemostat, the

glucose yield declined at high dilution rates, and this decrease
was caused by a change from hetero- to homolactic fermenta-
tion (97). The plot of (1/dilution rate) versus (1/glucose yield)
was linear at low dilution rates when virtually all of the glucose
was converted to acetate, formate, and ethanol, but 1/yield
increased at high dilution rates (Fig. 5a). When corrections
were made for differences in ATP production, the plot was
linear (Fig. 5b). On the basis of the intercept of the plot, the
YATP/MAX was 22 g of cells per mol of ATP. Even when cor-
rections were made for the incorporation of glucose into cell
carbon, the YATP/MAX was only 25 g of cells per mol of ATP
(93).
In the 1930s, methylglyoxal was believed to be a normal

intermediate in the catabolism of glucose, but by the 1940s, the
methylglyoxal shunt was largely dismissed as an artifact (19). In
1970, Cooper and Anderson (20) showed that E. coli used a
pathway involving methylglyoxal to convert dihydroxyacetone
phosphate to D-lactate. Since this pathway does not have phos-
phate transferases, the free energy change of glucose catabo-
lism does not generate ATP. The methylglyoxal pathway has
been demonstrated in Pseudomonas saccharophilia, Clostrid-
ium sphenoides, and Enterobacter (Klebsiella) aerogenes (19, 34,
35).
When anaerobic glucose-limited continuous cultures of K.

aerogenes were pulsed with glucose, the specific rate of glucose
consumption increased markedly, and much of the additional
glucose was converted to D-lactate (114, 115). From this and
subsequent work (110, 111), it appeared that anaerobic cul-
tures of K. aerogenes could shift their metabolism and produce
less ATP when an energy source was in excess. However, not
even the methylglyoxal shunt could explain all of the non-
growth, nonmaintenance energy dissipation of K. aerogenes.
When K. aerogenes was grown aerobically with an excess of
glucose under steady-state conditions, the specific rate of ox-
ygen consumption was greater than under glucose-limited con-
ditions and D-lactate could not be detected as an end product
(74, 75).
In some cases, metabolic shifts account for some of the

variations in yield, but such a phenomenon alone cannot ex-
plain why the YATP/MAX of most bacteria is significantly lower
than the theoretical value of 32 g of cells per mol of ATP that
was derived by Stouthamer (106).

Uncoupling

Senez (102), in describing the link between energy-yielding
reactions and the energy-consuming reactions of cell biosyn-

thesis, conceptualized any anomaly as ‘‘uncoupling.’’ This all-
inclusive definition did not differentiate between the produc-
tion of ATP and the utilization of ATP in nongrowth reactions.
Because the latter process would be more aptly termed ATP
spilling (see the section on ATP spilling, below), we will define
uncoupling as the inability of chemiosmotic mechanisms to
generate the theoretical amount of metabolic energy.
Oxygen consumption is often used as an indicator of respi-

ration, but as Haddock (39) noted, ‘‘it is important to appre-
ciate that not all membrane-bound redox enzymes synthesized
in E. coli are necessarily involved in energy conservation. Many
serve simply for the reoxidation of reduced coenzymes, the
removal of potentially toxic metabolic products, or the reduc-
tion of intermediates required for biosynthetic reactions.’’ Azo-
tobacter vinelandii uses a portion of its respiratory chain solely
to scavenge oxygen and protect nitrogenase (51), and when E.
coli was grown under sulfate limitation, the NADH dehydro-
genase became a non-proton-translocating enzyme (87). E. coli
has two different respiratory pathways involving different
NADH dehydrogenases (NDH-1 and NDH-2) and terminal
cytochromes (o and d) (40). An E. coli mutant defective in
cytochrome o grew less efficiently than the wild type, but a
mutant defective in NDH-2 grew with greater efficiently than
the wild type (15). From these comparisons, it appears that
bacteria can have multiple strategies of electron flow and cou-
pling.
Because ATPase-negative mutants can use electron trans-

port systems to create a Dp but not ATP, ATPase-negative
mutants have been used as a method of estimating coupling.
Jensen and Michelsen (49) recently reported that ATPase-
negative mutants of E. coli had much higher rates of oxygen
consumption than could be explained by a simple shift from
oxidative phosphorylation to glycolysis and concluded that
wild-type E. coli was not coupling respiration and ATP synthe-
sis in a highly efficient manner (49). On the basis of the inher-
ent constraints of estimating the degree of coupling that exists
in oxidative phosphorylation, one must view the YATP values of
aerobes with a high degree of skepticism. Only in anaerobic
systems which depend solely on substrate level phosphoryla-
tion can the rate of ATP production be estimated with any
certainty.
Stouthamer and Bettenhaussen (109) noted that an ATPase

mutant grown aerobically had a YATP/MAX that was more than
twice as high as that of a wild type grown anaerobically and
concluded that wild-type E. coli was using more than half of its
energy to sustain a membrane potential. Since the turnover of
ions through the cell membrane is clearly a maintenance func-
tion, one would have expected a difference in them coefficient,
but there was little difference in either mglucose or mATP. 2,4-
Dinitrophenol, an uncoupler which acts as a protonophore,
caused a decrease in theoretical maximum growth as well as an
increase in maintenance energy (73).

ENERGY-SPILLING REACTIONS

Futile Cycles

Futile enzyme cycles. Certain sequences of metabolism can
serve as catabolic and anabolic pathways (e.g., glycolysis and
gluconeogenesis) and act in an antagonistic fashion (e.g., phos-
phofructokinase and fructose-1,6-diphosphatase, glycogen syn-
thetase and glycogen glycogenolysis, glucokinase or the glucose
phosphotransferase system (PTS) and glucose-6-phosphatase)
(Fig. 6a). These antagonistic enzymes must be regulated to
prevent a futile cycle of ATP utilization. Bacteria have evolved
a variety of allosteric mechanisms to counteract these opposing
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processes, and these mechanisms can respond to key intracel-
lular metabolites as well as to the energy state of the cell.
Otto (81) reported that Lactococcus (Streptococcus) cremoris

had both phosphofructokinase and fructose-1,6-diphosphatase
activity and suggested that these two enzymes were responsible
for the increased rate of lactose catabolism by leucine-limited
cells. This conclusion was based on the observation that the
leucine-limited cells had fivefold-lower intracellular AMP lev-
els and less phosphoenolpyruvate than did the lactose-limited
cells. AMP is an inhibitor of fructose-1,6-diphosphatase, and
phosphoenolpyruvate is an inhibitor of phosphofructokinase.
Direct flux through this cycle, however, was not demonstrated.
Using 32Pi labeling, Daldal and Fraenkel (22) noted that there
was little, if any, gluconeogenic futile cycling in exponentially
growing E. coli cells.
Patnaik et al. (83) recently examined the potential cycle of

pyruvate kinase and phosphoenolpyruvate synthase in E. coli
by using overexpression mutants. The mutants consumed more
oxygen than did the wild type, but a 30-fold overexpression of
phosphoenolpyruvate synthase increased oxygen consumption
only twofold. When Chao and Liao (16, 17) overexpressed

phosphoenolpyruvate carboxylase in E. coli, the cell yield in-
creased, but most of this effect was explained by an increase in
ATP production (less fermentation) rather than less ATP turn-
over per se. From these results, it did not appear that phos-
phoenolpyruvate carboxylase and phosphoenolpyruvate car-
boxykinase were operating as a significant futile cycle.
2-Deoxyglucose (2-DG) is often used to deenergize bacteria.

2-DG is taken up by the glucose PTS, 2-DG-6-phosphate is
accumulated to high concentrations (approximately 100 mM),
2-DG-6-phosphate is dephosphorylated by hexose-6-phos-
phatase, and 2-DG leaks out of the cell (121). Since the phos-
phoenolpyruvate must be replenished, this cycle represents a
net loss of ATP. The potential involvement of sugar uptake
and efflux in bacterial growth kinetics has never been assessed,
but it is unlikely that glucose PTS and hexose-6-phosphatase
would operate as a futile cycle under physiological conditions.
The intracellular concentration of glucose 6-phosphate in gly-
colyzing (most probably energy-spilling) cells was only 1.6 mM
(121), the affinity of the phosphatase for hexose 6-phosphate
was very low (Km of approximately 20 mM) (122), and the

FIG. 6. Potential methods of energy spilling in bacteria. (a) Futile cycles of enzymes involving phosphorylation and dephosphorylation. (b) A futile cycle of K1 via
K1 influx by high-affinity K1 transport and K1 efflux via low-affinity K1 transport. (c) Uptake of NH41 via K1/NH41 antiporter, dissociation of NH41, passive efflux
of NH3, and efflux of H1 via the F1F0-ATPase. (d) Uptake of NH41 by high-affinity K1 transport, dissociation of NH41, the passive efflux of NH3, and expulsion of
H1 via the F1F0-ATPase. (e) Expulsion of H1 via the F1F0-ATPase and the influx of H1 via a resistance (R) change in the cell membrane.
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addition of glucose broke the cycle of deenergization by 2-DG
(121).
E. coli carefully regulates its rates of glycogen synthesis and

glycogenolysis (88), but such control may not be a ubiquitous
feature of all bacteria. When the glycogen reserves of the
cellulolytic bacterium Fibrobacter succinogenes were labeled
with [13C]glucose and the cells were then incubated with
[1-13C]glucose and [2-14C]glucose, there was a rapid loss of
both 1-13C and 2-13C (36). From these results, the authors
concluded that ‘‘glycogen was degraded at the same time as it
was being stored, suggesting futile cycling of glycogen.’’ Sub-
sequent work, however, indicated that glycogen recycling in F.
succinogenes was not a primary component of its maintenance
energy. The specific rate of glycogen catabolism in F. succino-
genes was always at least threefold lower than the maintenance
rate of growing cells (127).
While it is impossible to rule out futile enzyme cycles as a

potential mechanism of ATP turnover in bacteria, there is little
evidence to suggest that such cycles are highly significant or
likely to play a major role in ATP spilling.
Futile cycles of potassium and ammonium. In E. coli, intra-

cellular potassium is a prime factor in regulating turgor pres-
sure, and this bacterium has multiple transport systems which
are involved in potassium uptake and efflux (3). Similar sys-
tems appear to operate in a variety of gram-negative bacteria
and Staphylococcus aureus (27). Mulder et al. (70) studied the
impact of potassium transport systems on the growth efficiency
of E. coli when potassium was limiting. Because a mutant
which was defective in high-affinity potassium transport uti-
lized glucose more efficiently, it appeared that the wild type
was taking up potassium by the high-affinity, ATP-driven
(Kdp) system and losing potassium through the low-affinity
proton symport (Trk) system (Fig. 6b). On the basis of differ-
ences in ATP production rates and the steady-state concentra-
tions of biomass in continuous culture, it appeared that the
futile cycle of potassium was decreasing ATP availability (Ta-
ble 4).
The uptake and efflux of potassium proposed by Mulder et

al. (70), however, would not necessarily lead to a futile energy
cycle (Fig. 6b). The uptake of potassium via the ATP-driven
Kdp system would consume ATP, but electrogenic efflux of
potassium via the Trk potassium proton symport would gen-
erate a DC and decrease F1F0-ATPase-dependent ATP hydro-
lysis. A significant energy loss would only occur if there was
another pathway of potassium efflux (e.g., a potassium channel
operating as a uniporter). Zoratti and Ghazi (134) recently
summarized evidence for the existence of turgor-activated po-
tassium channels in E. coli. These potassium uniporters seem
to provide a more plausible explanation for the results of
Mulder et al. (70) than does the Trk per se.
When ammonia concentrations are high, facilitated diffusion

appears to be the dominant mechanism of ammonia uptake,
but bacteria also have active uptake mechanisms for ammo-
nium ions (4, 52). Since internal K1 is required for the accu-

mulation of [14C]methylammonium and ammonium competes
with methylammonium uptake, it appears that E. coli has a
K1/NH4

1 antiporter (4). Active uptake of ammonium ion,
however, is counteracted by a more alkaline interior and the
passive efflux of ammonia. Kleiner (52) estimated that up to 6
mol of ammonium may be transported before 1 mol can be
fixed by the glutamine synthetase/glutamate synthase cycle
(Fig. 6c). This futile cycle of ammonium and ammonia would
decrease Dp, dissipate the potassium gradient, and increase
F1F0-ATPase activity.
When potassium is limiting, some bacteria can use ammo-

nium as a replacement ion for intracellular potassium (13), and
under these conditions E. coli appears to transport ammonium
ions via the Kdp potassium uptake system (12). When E. coli
was grown under potassium-limiting conditions, addition of
ammonium chloride caused a significant increase in the spe-
cific rate of oxygen consumption (12). On the basis of the
observation that a mutant which lacked the Kdp potassium
transport system grew more efficiently under potassium limi-
tation when ammonium was in excess, it appeared that ammo-
nium was being taken up by Kdp and was then diffusing out of
the cell as ammonia (Fig. 6d). In this case, the futile cycle
would result in a direct consumption of ATP by Kdp as well as
increased ATP consumption by the F1F0-ATPase.
Futile cycle of protons. The fermentative bacterium Strepto-

coccus bovis derives all of it energy from substrate-level phos-
phorylation, and continuous-culture studies indicated that this
bacterium had a high YATP/MAX (30 g of cells per mol of ATP)
if it was glucose limited (93). When S. bovis was grown in batch
culture with an excess of glucose, the YATP/MAX declined more
than 15%, and chloramphenicol-treated batch cultures fer-
mented glucose at a high rate even though growth and protein
synthesis were completely inhibited (18, 93). This nongrowth
glucose consumption rate was 10 times the maintenance rate of
glucose-limited cells and nearly one-third the rate of exponen-
tially growing cells (approximately 28 mmol of glucose per mg
of protein per h).
Because S. bovis spilled energy even when potassium and

ammonium were in excess (18), it appeared that the cells had
a mechanism of energy spilling that did not involve high-affinity
potassium or ammonium carriers (Fig. 6c and d). This hypoth-
esis was supported by the observation that N,N9-dicyclohexyl-
carbodiimide (DCCD), an inhibitor of the membrane-bound
F1F0-ATPase, completely inhibited nongrowth glucose fer-
mentation and ATP turnover. Thus, the ATP spilling by S.
bovis seemed to be caused by a direct cycle of protons through
the cell membrane (Fig. 6e). This model was consistent with
the effect of 3,39,49,5-tetrachlorosalicylanilide (TCS), an un-
coupler that decreases membrane resistance to protons. When
the chloramphenicol-treated S. bovis cells were treated with
TCS, the rate of energy spilling increased more than twofold
(100). The idea that bacteria can decrease their membrane
resistance is supported by the work of Taylor and Jackson
(113), who showed that the phototrophic bacterium,

TABLE 4. Effect of futile enzyme cycles on the ATP turnover rate by bacteria under different growth conditions

Bacterium Growth limitation Nongrowth energy
dissipation

Additional ATP consumption
(mmol of ATP/mg of protein/h) Reference

E. coli Glucose Maintenance 5.1–8.7 109
E. coli Potassium Energy spilling 19.2 70
E. coli Potassium 1 excess ammonium Energy spilling 25.4 13
S. bovis Glucose Maintenance 5.0 97
S. bovis Chloramphenicol Energy spilling 50.8 18
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Rhodobacter capsulatus, had a current-carrying pathway in the
cell membrane that was capable of dissipating a light-driven
membrane potential when energy was in excess. Because only
net charge transfer was measured, the current could not be
precisely defined, but proton flux was ‘‘the most likely candi-
date.’’
The best-documented example of a proton cycle occurs in

the mitochondria of brown adipose tissue, and this cycle is
mediated by a specific proton channel. For many years, it was
assumed that energy spilling was a unique characteristic of
newborn and hibernating animals, but recent work indicated
that mitochondrial proton leak is a general characteristic of
most mammalian tissues (7). Brand et al. (7) estimated that
proton leaks could account for 26% of the total oxygen con-
sumption of animals. The mechanism of the proton leak in
tissues like muscle and liver has been linked only to long term
effects (hormone actions, increased surface area of mitochon-
drial membranes, and changes in the fatty acid composition of
mitochondrial membranes).
Comparison of futile ion cycles. The experiments with E.

coli, S. bovis, and R. capsulatus indicate that bacteria can dis-
sipate energy in futile cycles of ions through the cell membrane
and that these cycles can be regulated by short-term mecha-
nisms that do not involve additional protein synthesis. Some
ion cycles will occur only under specific nutrient limitations
(e.g., potassium and ammonia), but proton cycles can operate
whenever there is an imbalance of catabolic and anabolic rates.
This additional nongrowth energy dissipation will detract from
cell production in the same manner as maintenance, but the
magnitude is often much greater. In S. bovis, the rate of energy
spilling is 10-fold greater than the maintenance coefficient and
approximately one-third of the glucose consumption rate of
exponentially growing cells. Given such observations, energy
spilling could have a very significant effect on the overall effi-
ciency of bacterial cell production and explain much of the
discrepancy between actual and theoretical growth yields (Ta-
ble 4).

Are Energy-Spilling Reactions Constitutive or Inducible?

Because ATP-spilling reactions were traditionally demon-
strated in continuous cultures that were limited by nutrients
other than energy, it appeared that ATP spilling might be an
inducible phenomenon. This assumption was supported by the
observation that high-affinity transport systems for ammonium
and potassium are clearly inducible (Fig. 6b to d). Pulse dose
experiments, however, indicated that bacteria in even rich me-
dia could spill excess energy. When energy-limited continuous
cultures of Pseudomonas sp. (9), K. aerogenes (76), Selenomo-
nas ruminantium, Prevotella ruminicola (92), and Streptococcus
bovis (18) were given a pulse dose of energy source, there was
an immediate increase in the rate of energy source utilization
that did not correspond to an increase in cell production (en-
ergy spilling). Because S. bovis showed an immediate increase
in energy spilling when it was treated with chloramphenicol
(18, 100) and energy-limited Rhodobacter capsulatus had the
same inherent capacity to spill energy as energy-excess cultures
(113), it does not appear that energy spilling is an adaptive
phenomenon that requires additional protein synthesis.
It has long been recognized that many bacteria grow faster

and more efficiently when amino acids are present in the
growth medium (24, 30, 31, 48), but Stouthamer’s calculations
indicated that amino acids should have very little impact on the
efficiency of biomass production (Table 1). When S. bovis was
grown in glucose-limited continuous cultures, amino acids had
no effect on either YG or the m coefficient; however, amino

acids caused large increases in the yield and growth rate of
batch cultures. Because the amino acid-dependent change in
growth rate and yield of the batch cultures was at least five
times greater than the maintenance rate of glucose-limited
cells, maintenance alone could not explain the difference in
growth efficiency.
The effect of amino acids on the growth of S. bovis is most

easily explained by energy spilling and the balance of anabolic
and catabolic rates (95). In continuous cultures, the rate of
anabolism was regulated by the rate of glucose entry (dilution
rate), the cells were energy limited, and the efficiency of growth
was high. In the batch cultures, the situation was quite differ-
ent. Glucose was always in excess, and the rate of anabolism
was controlled by amino acid availability. When S. bovis was
transferred from a rich medium (containing amino acids) to a
minimal medium (only ammonia as a nitrogen source), the
specific growth rate decreased by 50% but the specific rate of
glucose consumption remained the same (95). Since the cata-
bolic and anabolic rates were no longer in balance, the addi-
tional ATP was hydrolyzed by energy-spilling reactions.

FIG. 7. Relationship between the rate of glucose consumption and intracel-
lular ATP concentration in nongrowing, energy-spilling Streptococcus bovis cells.
Redrawn from the data of Cook and Russell (18).

FIG. 8. Relationship between Dp and amperage in nongrowing, energy-spill-
ing Streptococcus bovis cells. Reprinted with permission from reference 18. The
broken line represents a hypothetical Ohmic relationship.
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In his review, Marr (62) indicated that there was little evi-
dence that the flux of ATP ever controlled the maximum
growth rate of E. coli and speculated that maximum growth
rate was usually set by ‘‘the flux of a precursor metabolite.’’
This observation is consistent with the supposition that energy-
spilling reactions are (i) a common feature of growth with an
excess of energy, and (ii) an indicator of the imbalance be-
tween anabolism and catabolism.

How Are Energy-Spilling Reactions Regulated?

Because energy-limited cultures do not normally spill ATP,
bacteria must have a mechanism of assessing energy status.
Streptococcus bovis did not spill energy until glucose accumu-
lated (18), but the extracellular glucose concentration alone
could not explain the effect of nitrogen source (ammonia ver-
sus amino acids) on the energy-spilling rate of S. bovis (95).
When chloramphenicol- or nitrogen-limited S. bovis cultures
were treated with iodoacetate, the rate of nongrowth glucose
consumption was directly proportional to the intracellular ATP
concentration (Fig. 7) (18), and this result indicated that ATP
might be a regulator of energy spilling.
Lazdunski and Belaich (54) hypothesized that Zymomonas

mobilis had two ATPase activities, a high-affinity system that
generated a proton pump and a low-affinity type that func-
tioned only as an ATPase. Their studies, however, involved
only cell extracts and did not correlate ATPase activity with Dp
formation. When energy-spilling S. bovis cells were treated
with the protonophore TCS, the rate of glucose consumption
and ATP turnover increased threefold (100). This result indi-
cated that the ATPase activity was being regulated, either
directly or indirectly by Dp, but later work indicated that the
magnitude of Dp did not change significantly (Fig. 8).
Proton flux is usually estimated from the rate of ATP pro-

duction and the DG of ATP hydrolysis (53), but there is little
proof that the ATPase can harvest all of the DG to pump
protons (18). Microcalorimetry allows for a more direct esti-
mate of proton flux and is based on the simple assumption that
the amperage (proton flux) of an electrical circuit must be
equal to the heat production (watts) divided by the voltage.
Since heat is an estimate of DH, such measurements are not
confounded by the problems of DG estimation. Some of the
heat is also produced by nonmembrane-linked reactions (e.g.,
glycolysis), but in nongrowing S. bovis cells the membrane heat
was a simple function of ATP production and the DH of ATP
(18).

DHmeasurements indicated that the rate of proton flux in S.
bovis was, indeed, a direct function of the glucose consumption
rate (Fig. 9a), and Ohm’s law, in turn, indicated that the re-
sistance of the cell membrane to proton conductance was
changing (Fig. 9b). When the rate of energy spilling was high,
the resistance decreased, the rate of proton entry increased,
and more ATP was expended to pump the protons back out.
Because the decrease in membrane resistance was observed
only when the ATP level was high (Fig. 9c), it once again
appeared that intracellular ATP might be the regulator of the
futile cycle of protons.
In S. bovis, Dp is generated by the F1F0-ATPase, but the

phototroph Rhodobacter capsulatus generates Dp by a light-
driven mechanism that does not require ATP. When Taylor
and Jackson (113) treated R. capsulatus with the ATPase in-
hibitor venturicidin, the cells had virtually no ATP, but mem-
brane resistance changes could still be observed (113). Taylor
and Jackson (113) hypothesized that the membrane resistance
changes of R. capsulatus might be caused by a change in the
membrane ATPase. In their scheme, the Dp threshold of the
ATPase would be close to the physiological Dp when energy is
limiting, most of the Dp would be used to drive ATP formation,
and growth would be efficient. In cases when anabolism is
restricted and energy is in excess, the threshold of the ATPase
for Dp would be shifted to a lower value, the excess Dp would
be used to drive a futile cycle of protons, and growth efficiency
would decrease. This model, however, introduces yet another
question. Why would the ATPase threshold change?
In mammals and lower animals, the resistance of the cyto-

FIG. 9. Relationships between the rate of glucose consumption (energy spill-
ing) and amperage (a), membrane resistance and amperage (b), and ATP versus
membrane resistance (c) of nongrowing, energy-spilling Streptococcus bovis cells.
The rate of energy spilling was regulated by the addition of iodoacetate. Re-
printed with permission from reference 18.
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plasmic membrane seems to be regulated in a relatively
straightforward manner. When the rate of catabolism is high,
cytoplasmic pH drops, and this change in pH causes voltage-
gated channels to open so that excess protons can be elimi-
nated (24a). Mammalian mitochondria also seem to regulate
their membrane resistance, but the pathway of proton conduc-
tance and its regulation have not been so precisely defined.
The possibility of voltage-regulated channels in bacteria is sup-
ported by the effect of glucose on S. bovis. When glucose-
limited cells were given a pulse dose of glucose, there was a
rapid shift from energy conservation to energy spilling, and this
shift in energetics was correlated with a transient increase in
membrane voltage (18). Further work is clearly needed to
define the regulation of proton conductance in bacterial mem-
branes.

Is Energy Spilling Advantageous?

Bacterial competition. In natural environments, bacteria of-
ten compete intensely for the same energy source, but energy
is not the only factor that can limit bacterial growth. When a
bacterium is limited by factors other than energy, energy spill-
ing could be advantageous. If energy that would otherwise go
to a potential competitor could be wasted, a bacterium could
conceivably position itself in a more favorable future situation.
Such strategies are often used by humans, but there is little
evidence that bacteria are able to predict the future and
scheme for future success.
A less teleological argument for energy spilling might be the

rapid reinitiation of growth. As noted by Neijssel and Tempest
(76), energy spilling has the potential of allowing bacteria to
‘‘accelerate their processes of cell synthesis without being im-
peded by a lack of available energy (ATP).’’ Concomitantly,
the continued high rate of energy source turnover might also
provide higher intracellular concentrations of critical precursor
metabolites (62). Either of these strategies would have direct
and immediate selective value.
Dielectric effects. When polar substances (e.g., phospholip-

ids) are exposed to an electric field, the molecules will act as
dielectrics and be realigned by the charge distribution. Cell
membranes have a high capacitance and can theoretically sus-
tain an electrical potential of approximately 500 mV (42), but
such estimates do not consider dielectric effects. The Dp of
bacteria is generally threefold lower than the DG9p of ATP
hydrolysis (18), but, as mentioned above (see the section on
factors affecting YATP determination), direct estimates of am-
perage indicated that the proton stoichiometry (n) of the F1F0-
ATPase was only 1.9 (6, 18, 84). When n is low, however, Dp
could theoretically be very high:

Dp 5 DG9p/n

A decrease in membrane resistance offers a bacterium a means
of decreasing Dp (voltage a resistance) and protecting its cell
membrane from potentially deleterious dielectric effects that
could distort membrane structure. DeCoursey and Cherny
(24a) recently speculated that proton channels may serve as ‘‘a
safety valve’’ in situations of excessive metabolic activity.
Methylglyoxal toxicity. The ruminal bacterium Prevotella ru-

minicola showed only a small increase in the specific rate of
glucose consumption when it was shifted from glucose to ni-
trogen limitation in continuous culture, and most of the addi-
tional glucose was stored as polysaccharide (94). P. ruminicola
had little capacity to spill energy, but these nitrogen-limited
cultures were highly unstable (94). The nitrogen-limited con-
tinuous cultures washed out of continuous culture, even
though the dilution rate was low, and the viability of nitrogen-

limited batch cultures decreased by more than 10,000-fold.
Subsequent work indicated that the cell death was caused by
methylglyoxal accumulation (96). The nitrogen-limited cul-
tures produced as much as 3 mMmethylglyoxal, and E. coli can
be completely inhibited by as little as 0.25 mM (123). Methyl-
glyoxal was initially categorized as an inhibitor of DNA repli-
cation and protein synthesis (34), but it can also have short-
term effects. In P. ruminicola, methylglyoxal caused a rapid
decline in DC and intracellular potassium concentration (96).
In E. coli, methylglyoxal production is observed when xylose,

glucose 6-phosphate, or glycerol is the energy source and the
cells are deprived of amino nitrogen (35, 50). Kadner et al. (50)
suggested that methylglyoxal production was due to the deple-
tion of the intracellular phosphate pool and an acidification of
the cytoplasm, but there was no direct proof for either of these
hypotheses. A more direct mechanism to explain methylglyoxal
production involves the relationship of anabolism and catabo-
lism. If there is insufficient ADP to run the normal glycolytic
scheme (excess energy), triose phosphates can still be shunted
into the non-ATP-generating methylglyoxal shunt (19).
From the observation that methylglyoxal production appears

to be a consequence of anabolic and catabolic imbalances, one
might argue that energy spilling has the potential to protect
bacteria from this toxic substance. This hypothesis is supported
by the observation that the potassium efflux channels of E. coli
are activated by methylglyoxal (29). When E. coli was treated
with methylglyoxal, there was an increased potassium loss, an
increased rate of ATP turnover, and a resumption of normal
glycolytic sugar catabolism (less methylglyoxal production).
The idea that there might be an inverse relationship between
energy spilling and methylglyoxal production is also supported
by experiments with Streptococcus bovis. When S. bovis, a bac-
terium that has a high capacity to spill energy, was grown under
nitrogen limitation in glucose-excess continuous culture, meth-
ylglyoxal was never detected and the culture remained viable
(91).

MAINTENANCE VERSUS ENDOGENOUS METABOLISM

When bacteria are depleted of exogenous substrates, the
cells often use endogenous materials as an energy source. The
terms ‘‘endogenous metabolism’’ and ‘‘maintenance energy’’
have often been used interchangeably (23), but there is evi-
dence that the energetics are not the same. Dawes (23) be-
lieved that ‘‘maintenance’’ and ‘‘endogenous metabolism’’
were synonymous, because both processes were related to an
‘‘an energized membrane state,’’ but this assumption ignores
that fact that many bacteria (e.g., streptococci) often let their
membrane potentials decrease as soon as exogenous substrates
are depleted. In streptococci, survival is more closely associ-
ated with the presence of a phosphoenolpyruvate pool. Phos-
phoenolpyruvate serves as a means of reactivating the phos-
photransferase system of transport (PTS) when exogenous
sugar is again available (121).
The cellulolytic bacterium Fibrobacter succinogenes lacks a

PTS (33, 64) and uses glycogen reserves to sustain the DC that
is needed for sodium-driven cellobiose transport, but the main-
tenance rate of growing cells was at least threefold higher than
the endogenous rate of starving cells (127). As the cells
starved, the endogenous rate declined and viability did not
decrease significantly until the endogenous rate was 20-fold
lower than the maintenance rate. The intracellular potassium
concentration may be at least partially responsible for the
difference between maintenance and endogenous metabolism.
Growing cells had a potassium concentration that was at least
twofold greater than that of starving but still viable cells (127).
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The confusion about maintenance and endogenous metab-
olism has clouded our understanding of bacterial growth en-
ergetics. When dilution rates are decreased to very low values
and the drip of medium into the culture vessel becomes very
slow, the ‘‘continuous’’ cultures become ‘‘discontinuous.’’ To
counteract the problem of discontinuous growth, Van Verse-
veld et al. (125) developed a ‘‘recycling fermentor’’ that oper-
ated in a continuous fashion at very low dilution rates, but the
growth kinetics were abnormal. Because YMAX/GLUCOSE was
lower than the actual Y and the m coefficient was much lower
than values derived at higher dilution rates, the authors con-
cluded that the Pirt-type (85, 86) calculations of maintenance
were no longer valid. The inherent difference between main-
tenance and endogenous metabolism seem a more fitting ex-
planation than a variable maintenance per se.
Since maintenance energy and endogenous metabolism are

not synonymous, it is quite possible that a bacterium would
have a high maintenance rate and a low endogenous rate, or
even vice versa. Maintenance should be used only to define
growth when most of the cells in the population are capable of
growing. Endogenous metabolism should be defined as a state
when no net growth is possible and should not be confused
with cryptic growth (cannibalism).

APPLICATIONS

In traditional industrial fermentations, cell production di-
verts carbon flow from useful end products (alcohol, solvents,
methane, antibiotics, etc.), and under these conditions energy
spilling could be a desirable characteristic. When enzymes or
other proteins are the output, however, the efficiency of ATP
utilization can be critical. If ATP is diverted from protein
synthesis to spilling reactions, the yield of protein will de-
crease. Given the fact that many bacteria (batch cultures) have
YATP values that are less than one-half of the YATP/MAX, there
is considerable potential for increasing the efficiency of enzyme
production by reducing the magnitude of energy spilling.
Ecological models of bacterial growth have generally con-

centrated on the relationship between substrate concentration
and m (14, 89, 90), but bacterial biomass production has in
nearly all cases been based on empirical yield coefficients.
Robinson and Tiedje (90) noted that the yield of bacterial
cultures ‘‘may be influenced by the growth rate history of the
inoculum,’’ but their model did not have specific accommoda-
tions for maintenance energy or energy spilling. In a recent
model of ecosystem energetics, Ohtonen (80) used a ‘‘meta-
bolic quotient (respiration/biomass)’’ for ‘‘calculating the mi-
crobial biomass’ and noted that a different ‘‘calibration’’ was
needed for each soil type.
Ruminant animals depend upon the ruminal microbial eco-

system to transform feedstuffs into useful fermentation prod-
ucts, and microbial protein is the primary amino acid source
for ruminant metabolism. Despite the fact that the efficiency of
microbial growth in the rumen can have a dramatic impact on
the economics of milk and meat production (78), the National
Research Council Recommendations of the National Academy
of Sciences still use a constant growth yield for ruminal bacte-
ria (71). A kinetic model of ruminal microbial growth indicated
that ruminal bacteria devote 20 to 40% of their ATP on main-
tenance and can spill as much as 18% of their energy (99).
When the model was validated by independent studies of an-
imal performance, it became apparent that ruminant diets can
be better formulated to (i) increase the efficiency of bacterial
growth in the rumen, (ii) decrease feed costs, and (iii) signif-
icantly improve the economics of ruminant production (32,
103).

CONCLUSIONS

When bacteria are limited for energy sources, the free en-
ergy change of catabolic reactions is generally tightly coupled
to the anabolic steps of cellular biosynthesis, and total energy
flux can be partitioned into growth and maintenance functions.
If growth is limited by nutrients other than energy, however,
bacteria can spill ATP in reactions that cannot be readily
categorized as maintenance per se. Recent work indicated that
bacteria utilize futile cycles of ions through the cell membrane
as a means of hydrolyzing ATP. The mechanism and magni-
tude of membrane-mediated ATP dissipation is dependent on
the physiological state of the bacterium (ATP concentrations,
intracellular and extracellular concentrations of ions, and the
presence of specific carriers or channels in the cell membrane).
Further work is clearly needed to delineate the precise path-
ways and regulation of these cycles. Energy spilling can be
regarded as an energetically wasteful aspect of microbial
growth, but it is probably not a fortuitous act. Energy spilling
may be a mechanism of rapidly reinitiating growth or protect-
ing cells from potentially toxic schemes of sugar metabolism
(e.g., methylglyoxal).

ACKNOWLEDGMENTS

We thank Robert Poole and Stephen Zinder for reviewing a pre-
liminary manuscript, and we acknowledge the helpful comments of
Franklin M. Harold.

REFERENCES

1. Anderson, K. B., and K. von Meyenburg. 1980. Are growth rates of Esch-
erichia coli limited by respiration? J. Bacteriol. 144:114–123.

2. Arfman, N., V. Worell, and L. O. Ingram. 1992. Use of the tac promoter and
lacIq for the controlled expression of Zymononas mobilis fermentative
genes in Escherichia coli and Zymomonas mobilis. J. Bacteriol. 174:7370–
7378.

3. Bakker, E. P., I. R. Booth, U. Dinnbier, W. Epstein, and A. Gajewska. 1987.
Evidence for multiple K1 export systems in Escherichia coli. J. Bacteriol.
169:3743–3749.

4. Barnes, E. M., Jr., and A. Jayakumar. 1993. NH41 transport systems in
Escherichia coli, p. 397–409. In E. P. Bakker (ed.), Alkali cation transport
systems in prokaryotes, vol. 1. CRC Press, Inc., Boca Raton, Fla.

5. Bauchop, T., and S. R. Elsden. 1960. The growth of microorganisms in
relation to their energy supply. J. Gen. Microbiol. 23:457–469.

6. Booth, I. R. 1985. Regulation of cytoplasmic pH in bacteria. Microbiol. Rev.
49:359–378.

7. Brand, M. D., L.-F. Chien, E. K. Ainscow, D. F. S. Rolfe, and R. K. Porter.
1994. The causes and functions of mitochondrial proton leak. Biochim.
Biophys. Acta 1187:132–139.

8. Brock, T. D., and M. T. Madigan. 1991. Biology of microorganisms, 6th ed.,
p. 112 and 313. Prentice-Hall, Englewood Cliffs, N.J.

9. Brooks, J. D., and J. L. Meers. 1973. The effect of discontinuous methanol
addition on the growth of a carbon-limited culture of Pseudomonas. J. Gen.
Microbiol. 77:513–519.

10. Buchanan, R. E., and E. I. Fulmer. 1928. Physiology and biochemistry of
bacteria. The Williams & Wilkins Co., Baltimore.

11. Bulthuis, B. A., G. M. Koningstein, A. H. Stouthamer, and H. W. van
Verseveld. 1993. The relationship of proton motive force, adenylate energy
charge and phosphorylation potential to the specific growth rate and effi-
ciency of energy transduction in Bacillus licheniformis under aerobic growth
conditions. Antonie van Leeuwenhoek J. Microbiol. 63:1–16.

12. Buurman, E. T., J. Pennock, D. W. Tempest, M. J. Teixeira de Mattos, and
O. M. Neijssel. 1989. Replacement of potassium ions by ammonium ions in
different microorganisms grown in potassium-limited chemostat culture.
Arch. Microbiol. 152:58–63.

13. Buurman, E. T., M. J. Teixeira de Mattos, and O. M. Neijssel. 1991. Futile
cycling of ammonium ions via the high affinity potassium uptake system
(Kdp) of Escherichia coli. Arch. Microbiol. 155:391–395.

14. Caldwell, D. E., and J. R. Lawrence. 1986. Growth kinetics of Pseudomonas
fluorescens microcolonies within the hydrodynamic boundary layers of sur-
face microenvironments. Microb. Ecol. 12:299–312.

15. Calhoun, M. W., K. L. Oden, R. B. Gennis, M. J. Teixeira de Mattos, and
O. M. Neijssel. 1993. Energetic efficiency of Escherichia coli: effect of
mutations in components of the aerobic respiratory chain. J. Bacteriol.
175:3020–3025.

16. Chao, Y.-P., and J. C. Liao. 1993. Alteration of growth yield by overexpres-

60 RUSSELL AND COOK MICROBIOL. REV.



sion of phosphoenolpyruvate carboxylase and phosphoenolpyruvate car-
boxykinase in Escherichia coli. Appl. Environ. Microbiol. 59:4261–4265.

17. Chao, Y.-P., and J. C. Liao. 1994. Metabolic responses to substrate futile
cycling in Escherichia coli. J. Biol. Chem. 269:5122–5126.

18. Cook, G. M., and J. B. Russell. 1994. Energy spilling reactions of Strepto-
coccus bovis and resistance of its membrane to proton conductance. Appl.
Environ. Microbiol. 60:1942–1948.

19. Cooper, R. A. 1984. Metabolism of methylglyoxal in microorganisms. Annu.
Rev. Microbiol. 38:49–68.

20. Cooper, R. A., and A. Anderson. 1970. The formation and catabolism of
methylglyoxal during glycolysis in Escherichia coli. FEBS Lett. 11:273–276.

21. Crabbendam, P. M., O. M. Neijssel, and D. W. Tempest. 1985. Metabolic
and energetic aspects of the growth of Clostridium butyricum on glucose in
chemostat culture. Arch. Microbiol. 142:375–382.

22. Daldal, F., and D. G. Fraenkel. 1983. Assessment of a futile cycle involving
reconversion of fructose 6-phosphate to fructose 1,6-bisphosphate during
gluconeogenic growth of Escherichia coli. J. Bacteriol. 153:390–394.

23. Dawes, E. A. 1985. Starvation, survival and energy reserves, p. 43–79. In
M. F. Floodgate and G. D. Floodgate (ed.), Bacteria in their natural
environments. Academic Press Ltd., London.

24. Dawes, I. W., and I. W. Sutherland. 1992. Microbial physiology, 2nd ed., p.
45. Blackwell Scientific Publications Ltd., Oxford.

24a.DeCoursey, T. E., and V. V. Cherny. 1994. Voltage-activated hydrogen ion
currents. J. Membr. Biol. 141:203–223.

25. DeMoss, R. D., R. C. Bard, and I. C. Gunsalus. 1951. The mechanism of the
heterolactic fermentation: a new route of ethanol formation. J. Bacteriol.
62:499.

26. DeVries, W., W. M. C. Kapteijn, E. G. Van der Beck, and A. H. Stouthamer.
1970. Molar growth yields and fermentation balances of Lactobacillus casei
L3 in batch cultures and in continuous cultures. J. Gen. Microbiol. 63:333–
345.

27. Douglas, R. M., J. A. Roberts, A. W. Munro, G. Y. Ritchie, A. J. Lamb, and
I. R. Booth. 1991. The distribution of homologues of the Escherichia coli
KefC K1-efflux system in other bacterial species. J. Gen. Microbiol. 137:
1999–2005.

28. Duclaux, E. 1898–1901. Traite de microbiologie. Masson, Paris.
29. Ferguson, G. P., A. W. Munro, R. M. Douglas, D. McLaggan, and I. R.

Booth. 1993. Activation of potassium channels during metabolite detoxifi-
cation in Escherichia coli. Mol. Microbiol. 9:1297–1303.

30. Forrest, W. W. 1969. Energetic aspects of microbial growth. Symp. Soc.
Gen. Microbiol. 19:65–86.

31. Forrest, W. W., and D. J. Walker. 1971. The generation and utilization of
energy during growth. Adv. Microb. Physiol. 5:213–274.

32. Fox, D. G., C. J. Sniffen, J. D. O’Connor, J. B. Russell, and P. J. Van Soest.
1992. A net-carbohydrate and protein system for evaluating cattle diets. III.
Cattle requirements and diet adequacy. J. Anim. Sci. 70:3578–3596.

33. Franklund, C. V., and T. L. Glass. 1986. Glucose uptake by the cellulolytic
ruminal anaerobe Bacteroides succinogenes. J. Bacteriol. 169:500–506.

34. Fravel, H. N. A., and B. C. H. McBrien. 1980. The effect of methylglyoxal on
cell division and the synthesis of protein and DNA in synchronous and
asynchronous cultures of Escherichia coli B/r. J. Gen Microbiol. 117:127–
134.

35. Freedberg, W. B., W. S. Kistler, and E. C. C. Lin. 1971. Lethal synthesis of
methylglyoxal by Escherichia coli during unregulated glycerol metabolism.
J. Bacteriol. 108:137–144.

36. Gaudet, G., E. Forano, G. Dauphin, and A.-M. Delort. 1992. Futile cycling
of glycogen in Fibrobacter succinogenes as shown by in situ 1H-NMR and
13C-NMR investigation. Eur. J. Biochem. 207:155–162.

37. Gottschalk, G. 1986. Bacterial metabolism, 2nd ed., p. 223. Springer-Ver-
lag, New York.

38. Gunsalus, I. C., and C. W. Schuster. 1961. Energy-yielding metabolism in
bacteria, p. 1–51. In I. C. Gunsalus and R. Y. Stanier (ed.), The bacteria: a
treatise on structure and function, vol. 2. Academic Press, Inc., New York.

39. Haddock, B. A. 1980. Microbial energetics. Philos. Trans. R. Soc. London
Ser. B 290:329–339.

40. Haddock, B. A., and C. W. Jones. 1977. Bacterial respiration. Bacteriol.
Rev. 41:47–99.

41. Harden, A., and W. J. Young. 1906. The alcoholic fermentation of yeast
juice. II. The coferment of yeast juice. Proc. R. Soc. London Ser. B 78:369–
375.

42. Harold, F. M. 1986. The vital force: a study of bioenergetics, p. 162 and
219–220. W. H. Freeman & Co., New York.

43. Heath, E. C., J. Hurwitz, B. L. Horecker, and A. Ginsberg. 1958. Pentose
fermentation by Lactobacillus plantarum. I. The cleavage of xylulose-5-
phosphate by phosphoketolase. J. Biol. Chem. 131:1009.

44. Hempfling, W. P., and S. E. Mainzer. 1975. Effects of varying the carbon
source limiting growth yield and maintenance characteristics of Escherichia
coli in continuous culture. J. Bacteriol. 123:1076–1087.

45. Herbert, D., R. Elsworth, and R. C. Telling. 1956. The continuous culture
of bacteria: a theoretical and experimental study. J. Gen. Microbiol. 14:
601–622.

46. Hinkle, P. C., M. A. Kumar, A. Resetar, and D. L. Harris. 1991. Mechanistic

stoichiometry of mitochondrial oxidative phosphorylation. Biochemistry 30:
3576–3582.

47. Ingraham, J. L., O. Maaloe, and F. C. Neidhardt. 1983. Growth of the
bacterial cell, p. 49–85 and 237. Sinauer Associates, Inc., Sunderland, Mass.

48. Jensen, K. F., and S. Pedersen. 1990. Metabolic growth rate control in
Escherichia coli may be a consequence of subsaturation of the macromo-
lecular biosynthetic apparatus with substrates and catalytic components.
Microbiol. Rev. 54:89–100.

49. Jensen, P. R., and O. Michelsen. 1992. Carbon and energy metabolism of
atp mutants of Escherichia coli. J. Bacteriol. 174:7635–7641.

50. Kadner, R. J., G. P. Murphy, and C. M. Stephens. 1992. Two mechanisms
for growth inhibition by elevated transport of sugar phosphates in Esche-
richia coli. J. Gen. Microbiol. 138:2007–2014.

51. Kelly, M. J. S., R. K. Poole, M. G. Yates, and C. Kennedy. 1990. Cloning and
mutagenesis of genes encoding the cytochrome bd terminal oxidase com-
plex in Azotobacter vinelandii: mutants deficient in the cytochrome d com-
plex are unable to fix nitrogen in air. J. Bacteriol. 172:6010–6019.

52. Kleiner, D. 1985. Bacterial ammonium transport. FEMS Microbiol. Rev.
32:87–100.

53. Krishnamoorthy, G., and P. Hinkle. 1984. Non-ohmic proton conductance
of mitochondria and liposomes. Biochemistry 23:1640.

54. Lazdunski, A., and J. P. Belaich. 1972. Uncoupling in bacterial growth:
ATP pool variation in Zymomonas mobilis cells in relation to different
uncoupling conditions of growth. J. Gen. Microbiol. 70:187–197.

55. Lehninger, A. L. 1975. Biochemistry, 2nd ed., p. 12. Worth Publishers, Inc.,
New York.

56. Lipmann, F. 1941. Metabolic generation and utilization of phosphate bond
energy. Adv. Enzymol. 1:99–162.

57. Maaloe, O., and N. O. Kjeldgaard. 1966. Control of macromolecular syn-
thesis. W. A. Benjamin, Inc., New York.

58. MacNab, R. M., and D. E. Koshland. 1972. The gradient-sensing mecha-
nism in bacterial chemotaxis. Proc. Natl. Acad. Sci. USA 69:2509–2512.

59. Maloney, P. C. 1979. Membrane H1 conductance of Streptococcus lactis. J.
Bacteriol. 140:197–205.

60. Maloney, P. C. 1983. Relationship between phosphorylation potential and
electrochemical H1 gradient during glycolysis in Streptococcus lactis. J.
Bacteriol. 153:1461–1470.

61. Mandelstam, J., and K. McQuillen. Biochemistry of bacterial growth, 2nd
ed., p. 487–488. Blackwell Scientific Publications Ltd. Oxford.

62. Marr, A. G. 1991. Growth rate ofEscherichia coli. Microbiol. Rev. 55:316–333.
63. Marr, A. G., E. H. Nilson, and D. J. Clark. 1962. The maintenance require-

ment of Escherichia coli. Ann. N. Y. Acad. Sci. 102:536–548.
64. Martin, S. A., and J. B. Russell. 1986. Phosphoenolpyruvate-dependent

phosphorylation of hexoses by rumen bacteria: evidence for the phospho-
transferase system of transport. Appl. Environ. Microbiol. 52:1348–1352.

65. McGrew, S. B., and M. F. Mallette. 1962. Energy of maintenance in Esch-
erichia coli. J. Bacteriol. 83:844–850.

66. Mitchell, P. 1961. Coupling of phosphorylation to electron and hydrogen
transfer by a chemi-osmotic type of mechanism. Nature (London) 191:144–
148.

67. Mitchell, P., and J. Moyle. 1967. Acid-base titration across the membrane
system of rat-liver mitochondria. Biochem. J. 104:588–600.

68. Monod, J. 1942. Recherches sur la croissance des cultures bacteriennes.
Herman et Cie, Paris.

69. Monod, J. 1950. La technique de culture continua, theorie et applications.
Ann. Inst. Pasteur (Paris) 79:390–410.

70. Mulder, M. M., M. J. Teixeira, P. W. Postma, and K. van Dam. 1986.
Energetic consequences of multiple K1 uptake systems in Escherichia coli.
Biochim. Biophys. Acta 851:223–228.

71. National Research Council. 1989. Nutrient requirements of dairy cattle.
National Academy Press, Washington, D.C.

72. Neidhardt, F. C., J. L. Ingraham, and M. Schaechter. 1990. Physiology of
the bacterial cell, p. 464. Sinauer Associates, Inc., Sunderland, Mass.

73. Neijssel, O. M. 1977. The effect of 2,4-dinitrophenol on the growth of
Klebsiella aerogenes NCTC 418 in aerobic chemostat cultures. FEMS Lett.
1:47–50.

74. Neijssel, O. M., and D. W. Tempest. 1975. The regulation of carbohydrate
metabolism in Klebsiella aerogenes NCTC 418 organisms growing in che-
mostat culture. Arch. Microbiol. 106:251–258.

75. Neijssel, O. M., and D. W. Tempest. 1976. Bioenergetic aspects of aerobic
growth of Klebsiella aerogenes NCTC 418 in carbon-limited and carbon-
sufficient culture. Arch. Microbiol. 107:215–221.

76. Neijssel, O. M., and D. W. Tempest. 1976. The role of energy-spilling
reactions in the growth of Klebsiella aerogenes NCTC 418 in aerobic che-
mostat culture. Arch. Microbiol. 110:305–311.

77. Nicholls, D. G. 1982. Bioenergetics: an introduction to the chemiosmotic
theory. Academic Press, Inc., New York.

78. Nocek, J., and J. B. Russell. 1988. Protein and carbohydrate as an inte-
grated system. Relationship of ruminal availability to microbial contribu-
tion and milk production. J. Dairy Sci. 71:2070–2107.

79. Novick, A., and L. Szilard. 1950. Description of the chemostat. Science
112:715–716.

VOL. 59, 1995 BALANCE OF ANABOLIC AND CATABOLIC REACTIONS 61



80. Ohtonen, R. 1994. Accumulation of organic matter along a pollution gra-
dient: application of Odum’s theory of ecosystem energetics. Microb. Ecol.
27:43–55.

81. Otto, R. 1984. Uncoupling of growth and acid production in Streptococcus
cremoris. Arch. Microbiol. 140:225–230.

82. Otto, R., B. Klont, B. ten Brink, and W. N. Konings. 1984. The phosphate
potential, adenylate energy charge, and proton motive force in growing cells
of Streptococcus cremoris. Arch. Microbiol. 139:338–343.

83. Patnaik, R., W. D. Roof, R. F. Young, and J. C. Liao. 1992. Stimulation of
glucose catabolism in Escherichia coli by a potential futile cycle. J. Bacteriol.
174:7527–7532.

84. Perlin, D. S., M. J. D. San Francisco, C. W. Slayman, and B. P. Rosen. 1986.
H1/ATP stoichiometry of proton pumps from Neurospora crassa and Esch-
erichia coli. Arch. Biochem. Biophys. 248:53–61.

85. Pirt, S. J. 1965. The maintenance energy of bacteria in growing cultures.
Proc. R. Soc. London Ser. B 163:224–231.

86. Pirt, S. J. 1982. Maintenance energy: a general model for energy-limited
and energy-sufficient growth. Arch. Microbiol. 133:300–302.

87. Poole, R. K., and B. A. Haddock. 1975. Effects of sulfate-limited growth in
continuous culture on the electron transport chain and energy conservation
in Escherichia coli K12. Biochem. J. 152:537–546.

88. Priest, J. 1984. Bacterial glycogen synthesis and its regulation. Annu. Rev.
Microbiol. 38:419–458.

89. Robinson, J. A. 1985. Determining microbial kinetic parameters using non-
linear regression analysis: advantages and limitations in microbial ecology.
Adv. Microb. Ecol. 8:61–110.

90. Robinson, J. A., and J. M. Tiedje. 1983. Nonlinear estimation of Monod
growth kinetics parameters from a single substrate depletion curve. Appl.
Environ. Microbiol. 45:1453–1458.

91. Russell, J. B. Unpublished data.
92. Russell, J. B. 1986. Heat production by ruminal bacteria in continuous culture

and its relationship to maintenance energy. J. Bacteriol. 168:694–701.
93. Russell, J. B. 1991. A re-assessment of bacterial growth efficiency: the heat

production and membrane potential of Streptococcus bovis in batch and
continuous culture. Arch. Microbiol. 155:559–565.

94. Russell, J. B. 1992. Glucose toxicity and the inability of Bacteroides rumini-
cola to regulate glucose transport and utilization. Appl. Environ. Microbiol.
58:2040–2045.

95. Russell, J. B. 1993. Effect of amino acids on the heat production and growth
efficiency of Streptococcus bovis: balance of anabolic and catabolic rates.
Appl. Environ. Microbiol. 59:1747–1751.

96. Russell, J. B. 1993. The glucose toxicity of Prevotella ruminicola: methyl-
glyoxal accumulation and its effect on membrane physiology. Appl. Envi-
ron. Microbiol. 59:2844–2850.

97. Russell, J. B., and R. L. Baldwin. 1979. Comparison of maintenance energy
expenditures and growth yields among several rumen bacteria grown on
continuous culture. Appl. Environ. Microbiol. 37:537–543.

98. Russell, J. B., and T. Hino. 1985. Regulation of lactate production in
Streptococcus bovis: a spiraling effect that leads to rumen acidosis. J. Dairy
Sci. 68:1712–1721.

99. Russell, J. B., J. D. O’Connor, D. G. Fox, P. J. Van Soest, and C. J. Sniffen.
1992. A net-carbohydrate and protein system for evaluating cattle diets. I.
Ruminal fermentation. J. Anim. Sci. 70:3551–3561.

100. Russell, J. B., and H. J. Strobel. 1990. ATPase-dependent energy spilling by
the ruminal bacterium, Streptococcus bovis. Arch. Microbiol. 153:378–383.

101. Salton, M. R. J. 1960. Surface layers of the bacterial cell, p. 97–151. In I. C.
Gunsalus and R. Y. Stanier (ed.), The bacteria: a treatise on structure and
function, vol. 1. Academic Press, Inc., New York.

102. Senez, J. C. 1962. Some considerations on the energetics of bacterial
growth. Bacteriol. Rev. 26:95–107.

103. Sniffen, C. J., J. D. O’Connor, P. J. Van Soest, D. G. Fox, and J. B. Russell.
1992. A net-carbohydrate and protein system for evaluating cattle diets. II.
Carbohydrate and protein availability. J. Anim. Sci. 70:3562–3577.

104. Sokatch, J. T., and I. C. Gunsalus. 1957. Aldonic acid metabolism. I.
Pathway of carbon is an inducible gluconate fermentation by Streptococcus
faecalis. J. Bacteriol. 73:452.

105. Stanier, R. Y., E. A. Adelberg, and J. Ingraham. 1976. The microbial world,
4th ed., p. 284. Prentice-Hall, Englewood Cliffs, N.J.

106. Stouthamer, A. H. 1973. A theoretical study on the amount of ATP re-
quired for synthesis of microbial cell material. Antonie van Leeuwenhoek J.
Microbiol. 39:545–565.

107. Stouthamer, A. H. 1979. The search for correlation between theoretical and
experimental growth yields, p. 1–47. In J. R. Quayle (ed.), International
review of biochemistry and microbial biochemistry, vol. 21. University Park
Press, Baltimore.

108. Stouthamer, A. H., and C. W. Bettenhaussen. 1973. Utilization of energy
for growth and maintenance in continuous and batch cultures of microor-
ganisms. Biochim. Biophys. Acta 301:53–70.

109. Stouthamer, A. H., and C. W. Bettenhaussen. 1977. A continuous culture
study of an ATPase-negative mutant of Escherichia coli. Arch. Microbiol.
113:185–189.

110. Streekstra, H., E. T. Buurman, C. W. G. Hoitink, M. J. Teixeira de Mattos,
O. M. Neijssel, and D. W. Tempest. 1987. Fermentation shifts and meta-
bolic reactivity during anaerobic carbon-limited growth of Klebsiella aero-
genes NCTC418 on fructose, gluconate, mannitol and pyruvate. Arch. Mi-
crobiol. 148:137–143.

111. Streekstra, H., M. J. Teixeira de Mattos, O. M. Neijssel, and D. W. Tem-
pest. 1987. Overflow metabolism during anaerobic growth of Klebsiella
aerogenes NCTC418 on glycerol and dihydroxyacetone in chemostat cul-
ture. Arch. Microbiol. 147:268–275.

112. Strobel, H. J., and J. B. Russell. 1991. Succinate transport by a ruminal
selenomonad and its regulation by carbohydrate availability and osmotic
strength. Appl. Environ. Microbiol. 57:248–254.

113. Taylor, M. A., and J. B. Jackson. 1987. Adaptive changes in membrane
conductance in response to changes in specific growth rate in continuous
cultures of phototrophic bacteria under conditions of energy sufficiency.
Biochim. Biophys. Acta 891:242–255.

114. Teixeira de Mattos, M. J., M. Streekstra, and D. W. Tempest. 1984. Met-
abolic uncoupling of substrate level phosphorylation in anaerobic glucose-
limited chemostat cultures of Klebsiella aerogenes NCTC418. Arch. Micro-
biol. 139:260–264.

115. Teixeira de Mattos, M. J., and D. W. Tempest. 1983. Metabolic and ener-
getic aspects of the growth of Klebsiella aerogenes NCTC 418 on glucose in
anaerobic chemostat culture. Arch. Microbiol. 134:80–85.

116. Tempest, D. W. 1978. The biochemical significance of microbial growth
yields: a reassessment. Trends Biochem. Sci. 3:180–184.

117. Tempest, D. W., and O. M. Neijssel. 1978. Eco-physiological aspects of
microbial growth in aerobic nutrient-limited environments. Adv. Microb.
Ecol. 2:105–153.

118. Tempest, D. W., and O. M. Neijssel. 1984. The status of YATP and main-
tenance energy as biologically interpretable phenomena. Annu. Rev. Mi-
crobiol. 38:459–486.

119. Tempest, D. W., and O. M. Neijssel. 1992. Physiological and energetic
aspects of bacterial metabolite overproduction. FEMS Microbiol. Lett.
100:169–176.

120. Terracciano, J. S., W. J. A. Scheurs, and E. R. Kashket. 1987. Membrane
H1 conductance of Clostridium thermoaceticum and Clostridium acetobuty-
licum: evidence for electrogenic Na1/H1 antiport in Clostridium thermoace-
ticum. Appl. Environ. Microbiol. 53:782–786.

121. Thompson, J. 1987. Regulation of sugar transport and metabolism in lactic
acid bacteria. FEMS Microbiol. Rev. 46:221–231.

122. Thompson, J., and B. M. Chassey. 1983. Intracellular hexose-6-phosphate:
phosphohydrolase from Streptococcus lactis: purification, properties and
function. J. Bacteriol. 156:70–80.

123. Thornalley, P. J. 1990. The glyoxalase system: new developments towards
functional characterization of a metabolic pathway fundamental to biolog-
ical life. Biochem. J. 269:1–11.

124. Van Kessel, J. S., and J. B. Russell. 1992. Energetics of arginine and lysine
transport by whole cells and membrane vesicles of strain SR, a monensin-
sensitive ruminal bacterium. Appl. Environ. Microbiol. 58:969–975.

125. Van Verseveld, H. W., W. R. Chesbro, M. Braster, and A. H. Stouthamer.
1984. Eubacteria have three growth modes keyed to nutrient flow: conse-
quences for the concept of maintenance and maximal growth yield. Arch.
Microbiol. 137:176–184.

126. Wallace, R. J. 1978. Control of lactate production by Selenomonas rumi-
nantium: homotrophic activation of lactate dehydrogenase by pyruvate. J.
Gen. Microbiol. 107:45–52.

127. Wells, J. E., and J. B. Russell. 1994. The endogenous metabolism of Fi-
brobacter succinogenes and its relationship to cellobiose transport, viability
and cellulose digestion. Appl. Microbiol. Biotechnol. 41:471–476.

128. West, E. S., W. R. Todd, H. S. Mason, and J. T. Van Bruggen. 1966.
Textbook of biochemistry, 4th ed., p. 894. Macmillan Publishing Co., New
York.

129. Westerhoff, H. V., K. J. Hellingwerf, and K. Van Dam. 1983. Thermody-
namic efficiency of microbial growth is low but optimal for maximal growth
rate. Proc. Natl. Acad. Sci. USA 80:305–309.

130. Westerhoff, H. V., J. S. Lolkema, R. Otto, and K. J. Hellingwerf. 1982.
Thermodynamics of growth: non-equilibrium thermodynamics of bacterial
growth: the phenomenological and the mosaic approach. Biochim. Biophys.
Acta 683:181–220.

131. Westerhoff, H. V., B. A. Melandri, G. Venturoli, G. F. Azzone, and D. B.
Kell. 1984. Mosaic protonic coupling hypothesis for free energy transduc-
tion. FEBS Lett. 165:1–5.

132. Wolin, M. J. 1964. Fructose-1,6-diphosphate requirement of streptococcal
lactic dehydrogenases. Science 146:775–777.

133. Zoratti, M., M. Favaron, D. Pietrobon, and G. F. Azzone. 1986. Intrinsic
uncoupling of mitochondrial proton pumps. 1. Non-ohmic conductance
cannot account for the nonlinear dependence of static head respiration on
DmH. Biochemistry 25:760–767.

134. Zoratti, M., and A. Ghazi. 1993. Stretch-activated channels in prokaryotes,
p. 349–358. In E. P. Bakker (ed.), Alkali cation transport systems in pro-
karyotes, vol. 1. CRC Press, Inc., Boca Raton, Fla.

62 RUSSELL AND COOK MICROBIOL. REV.


